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12.  Intersubjectivity and grammar

Ronny Boogaart & Alex Reuneker

1. Introduction

2. Subjectivity and Intersubjectivity
2.1 The descriptive dimension
In most semantic traditions, specifically in formal semantics (see Heim and Kratzer 1998 for

an introduction and Portner & Partee 2002 for an overview), the focus of research is on the



descriptive dimension of language. Accordingly, language is analyzed as a referential tool, i.e.
a linguistic means for exchanging information about something. In this sense, Ducrot’s (1996:

42) example below seems to be a clear case.

(1) There are seats in the room.

When this sentence is seen as a purely descriptive expression, its se
truth-conditionally: knowing the meaning of (1) equals knowin

sentence is true, i.e. knowing when there are indeed seats in' th

of language use. These questions are a wing sections respectively.

reality, s that ofgfeats being in a room, may be presented in many different ways, using
different words or grammatical constructions, as in (2) and (3), presenting only two of a

principally infinite number of alternatives.

(2) Seats are standing in the room.

3) The room has seats.



It is hard to see how the alternative phrasings of (1), in (2) and (3), correspond to different
truth-conditions and yet one would like to be able to represent the semantics of the
presentative there-construction in (1), the effect of adding a progressive construction and a

posture verb in (2), and that of taking the room rather than the seats as ‘starting point’ for the

sentence in (3). In the words of Langacker (2008: 55): ‘Every symbolic st construes

3

truth-conditions (cf. Heim & Kratzer 1998: 1)

(Langacker 1991: 1).

The subjective dimension of language 1 cker (2008: 73-4) in his ‘viewing

arrangement’, as visualized 1

S = subject of conceptualization

O = object of conceptualization
O = full scope of awareness
©= “onstage” region

A = directing of attention
\

1

Figure 1. Subjective and objective construal (Langacker 2008: 260 by permission of Oxford

University Press, USA)



The diagram in Figure 1 shows the conceptualizing subject (S), i.e. the speaker, and the object
conceptualized (O), i.e. what the utterance ‘is about’. Here, the bold line indicates that the
object of conceptualization is profiled maximally, while the subject is not. In example (1), for
instance, the fact that there are chairs in the room (O) is explicitly presented, while the

speaker (S) is not mentioned. This should not, however, be taken as an indication that such

(4) I think that there are seats in the rg#m.

Here, the speaker is part of the conceptiN]iza thus be considered ‘objectified’:

she is less subjectively const and (3).

(S) and hearer (H) are the ‘primary conceptualizers’.



MS

IS

Figure 2. Basic scheme for the meanings of expressighs (Langacker - 261 by permission

However, when one thinks about the reasons for spending cognitive effort on producing

linguistic expressions, neither a truth-conditional nor an exclusively ‘subjective’ analysis will

suffice. Why would S in (1) present her description or conceptualization of reality to H in a



linguistic utterance, if not to achieve certain effects with that utterance)?' What would be the
point of S exchanging information about chairs in the room (O) to H? It is basically in view of
such questions that Verhagen (2005) proposes a modified version of Langacker’s viewing

arrangement, as visualized in Figure 3.

O: Object of conceptualization:

S: Subject of conceptualization
(Ground):

Figure 3. Construal configuration and itsgRasic elements (Ve 2005: 7 by permission of

Oxford University Press, USA)

by the horizontal line connecting Speaker and Hearer. In this view, the goal of linguistic

communication is to invite the other ‘to jointly attend to an object of conceptualization in

some specific way, and to update the common ground by doing so’ (Verhagen 2005: 7). This

' Also see Croft’s (2009) notion of ‘construal for communication’ and Harder’s (2010) ‘social

turn in cognitive linguistics’.



means that the speaker invites the hearer to change his cognitive system by drawing
inferences evoked by the linguistic utterance used, and to adjust the common ground

accordingly.

In fact, these inferences, at the S-level, rather than the linguistically codedgfescriptive content

but they are uncomfortable. (Ducrot 1996: 42)

first indu it ferences (e.g. ‘the possibility of sitting down’), while the second
cancels such inferences by inducing negative ones (e.g. ‘the impossibility of sitting down’).
Because of these opposed orientations, use of the contrastive conjunction but produces a

coherent discourse. Now consider (1b), in which but is replaced by and moreover.

2 For an elaborate discussion on this point in reply to criticism by Hinzen and Van Lambalgen

(2008), see Verhagen (2008).



(1b)  # There are seats in the room and moreover, they are uncomfortable.

Because the connective here is not contrastive but additive, the second utterance is

incompatible with the inference licensed by ‘there are seats in the room’. This shows that (1)

is not the neutral (objective), nor merely subjective utterance it seemed to utterance,

(1c)  # There are seats in the room but

(1d)  There are seats in the room gfid m

From a purely descriptive pot

Intersubjectivity, in this view, thus relates to the participants in linguistic communication and

consists of the mutual influence they exert on each other’s cognitive systems (Verhagen 2005:



26).° The nature of this influence is called argumentative, since utterances are conceived of as
arguments for conclusions, thus as means to invite the discourse participant to draw certain
inferences. This argumentative nature of language is what characterizes thgffelation — or

cognitive coordination — between subjects of conceptualization.

3. Intersubjectivity in grammatical construction

ly studied phenomenon (see Horn 2010 for an overview) and it makes
intuitive S gute to negation a truth-conditional semantics. In terms of the construal

configuration in Figure 3, this would boil down to the speaker using a negative statement to

3 Verhagen (2015) discusses the relationship between this notion of intersubjectivity and other
interpretations.

4 The role of speaker-hearer interaction in grammar is also emphasized in Du Bois’ (2014)
dialogic syntax, the notion of fictive interaction introduced by Pascual (2014) and in the
framework of interactional construction grammar (see Deppermann 2006, cf. Boogaart,

Colleman and Rutten 2014: 9-11).



inform the hearer that something is not the case in ‘the world’, thus at the level of the object
of conceptualization. In principle, this is not incompatible with the general argumentative
perspective on language use sketched in the previous section. After all, at the S-level, H could

combine such negative information about O with shared cultural and contextual knowledge to

linguistic meaning itself, including that of negation, may be co directly

of a mental spacqin which its p8 nterpart (p) is valid, is evidenced by the

obserygfion, in t5), ¥ — p are available for reference in the subsequent discourse.

ime, theggfwas no such communication [about the plans]. /¢’s a pity because it

)

could have resulted in greater participation by the employers. (Verhagen 2005: 29)

Whereas the first it in the second sentence of (5) refers to the fact that there was no

communication, the second it refers to the presence of communication (that could have

> Experimental evidence for this is provided by Beukeboom, Finkenauer & Wigboldus (2010).
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resulted in greater participation). Apparently, both are made cognitively accessible by the first
sentence. Additional evidence for this claim may be adduced by the behavior of on the

contrary in (6) (Verhagen 2005: 31).

(6a) Mary is not happy. On the contrary, she is feeling really depressed.
(6b)  #Mary is sad. On the contrary, she is feeling really depressed.

(6c) #Mary is unhappy. On the contrary, she is feeling really depreg€d.

in the system of negation and related expressions is further illustrated by the sentences in (7)

(adapted from Verhagen 2005: 42-47).

(7a)  Our son did not pass the exam,

(7b)  Our son barely passed the exam.

11



(7c)  Our son almost passed the exam.

(7d)  Our son passed the exam.

In section 2, it was shown how, from an argumentative perspective on sema the function

It is important te that positive and negative argumentative orientation are context-

independent functions of ‘argumentative operators’ like almost and barely that concern the

polarity of the associated inferences rather than their evaluation. Thus, the negative

® In a somewhat different but compatible way, this notion is used in experimental research on
attribute framing (e.g. the difference between ‘half full’ and ‘half empty’) by e.g. Holleman

and Pander Maat (2009).
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orientation of barely in (8a) triggers inferences associated with ‘not failing the exam” and the
positive orientation of a/most in (8b) triggers inferences of the kind that ‘failing the exam’

would.

(8a)  Our son barely failed the exam.

(8b)  Our son almost failed the exam.

orientation of the linguistic items involved is, s be considered

part of the linguistic system.

3.2 Complementation constructions

In most syntactic theorie§, bo odern, complementation constructions, such

Consequently, any difference between (9) and (10) is attributed to the difference between

clauses and noun phrases, arguing that there are no crucial differences between simple
transitive clauses and complementation constructions; as in (10), the matrix clause in (9)

describes an event of saying, rendering the complement clause as subordinate to it.

13



However, Thompson (2002) shows that complementation constructions function differently in
discourse; finite complements such as ‘it’s cool’ in (11) do not have lower prominence than
the matrix clause they are subordinate to. Rather, they present a ‘common object of attention’

to which the matrix clause adds epistemic stance.

(11)  (talking about a photo collage on the wall)

Terry: I think it’s cool.

Abbie: it1=s cool.

Maureen: it i = s great. (Thompson 2002: 13

illocutionary force.
These findings s wed in terms of the construal configuration in Figure 3,
resent an event (of thinking, saying) as an object of

e hearer on the level of subjects of conceptualization to

Consider the following example from Verhagen (2005: 107), which, in a referential analysis,
would amount to analyzing all of B’s reactions to A’s question as references to the world:
(B1) refers to the scheduled time, (B>) to the belief of the speaker and (B3) to the speech act of

John.

14



(12)  A: Will we be in time for the launch?
Bi: It was scheduled for 4 p.m., so we still have lots of time.
Ba2: I think it was scheduled for 4 p.m., so we still have lots of time.

B3: John said it was scheduled for 4 p.m., so we still have lots of tim

presents the strongest argument, becguse @ information pyofilJ at the level of objects of

conceptualization is shared directly b s 1 and 2.7 The speaker is not put
onstage as subject of co ction 2.2), which is represented by dotted lines

in Figure 4, while f coMggptualization is profiled, represented by bold lines.

)

O: Object of conceptualization:

S: Subject of conceptualization 1 L ] 2
(Ground): \ ! \

7 In Langacker’s terms, both B; and B3 would be ‘maximally subjective’, as the subjects are
not linguistically referred to. One benefit of the intersubjective approach is that it is able to

explain the difference between B and B3 on the level of subjects of conceptualization.
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Figure 4. Construal configuration for non-perspectivized utterance (Verhagen 2005: 106 by

permission of Oxford University Press, USA)

In B», the speaker is put onstage by the expression of the matrix clause (/ think), presenting a

perspective on the object of conceptualization in the complement clause. The indirect

hearer is invited to draw the intended inference. This is visualizg

both the object of conceptualization and the first-person perspes

O: Object of conceptualization:

think

S: Subject of conceptualization (.} | ' 2
(Ground): \

a more elaborate intersubjective model of third-person perspectives, see Van Duijn &

Verhagen 2016.) It is crucial here that this perspective is not analyzed on the level of the
object of conceptualization, but on the level of subjects of conceptualization; i.e. the object of
conceptualization in B; is shared between conceptualizers 1 and 2 through the temporary

adoption of the perspective of onstage conceptualizer 3. Consequently, the lower
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argumentative strength results from the possibility of a difference between the perspective of

the speaker and the onstage conceptualizer.

O: Object of conceptualization:

said

S: Subject of conceptualization

(Ground): \ 2

Figure 6. Construal configuration for third-person persp, 2005: 1064y

permission of Oxford University Press, USA)
By including both the intersubjective andj@bjective dimensi analysis of B’s reactions

in (12), their grammatical differe xplained in tgrm§ of argumentativity: the simple
clause and complementation constructio

orientation, while they differ in

strength.

analyzed more adequately in terms of negotiation between Speaker and Hearer (cf. Sweetser
2012: 6; Dancygier 2012a). It shows that complements operate on the level of objects of
conceptualization, while the matrix clauses present the speaker’s stance towards it (sometimes
indirectly, through another point of view). The intersubjective approach has also been

successful in analyzing the more general phenomenon of speech and thought representation.
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Vandelanotte (this volume) remarks that viewpoint ‘is construed intersubjectively, in a
negotation with other participants in a given speech event.” Third-party perspective in
narrative texts, for instance, is analyzed in terms of the mutual coordination of perspectives
(see Vandelanotte 2009, Dancygier 2012a; 2012b, Dancygier and Vandelanotte 2016, Van

Duijn and Verhagen 2016 and several contributions to Dancygier, Lu and Verhagen 2016).

When we finally return to the difference between (9) and (10) at the s ks section, we

3.3 Modality

Modality igcruc concerned \g speaker’s perspective on reality and, thus, with

of conceptualization to the Ground of the discourse. As such, they may be called subjective
since they express the speaker’s assessment of the world, without the speaker and the Ground
being profiled. Furthermore, different uses of modal verbs are assumed to differ in the extent
to which they subjectively construe elements of the Ground. For instance, the use of must in

(13a) is considered less subjective than the use of must in (13b).
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(13a) He must be home by 6, so he should really go now.

(13b) He must be home since the lights are on.

The deontic use of must in (13a) refers to an obligation the subject referent has in the world,

which this framework could further contribute to our understanding of modals.

First, taking Verhagen’s claim on the argumentative nature of language use seriously, we
should treat utterances as a means S uses to trigger specific inferences on the part of H. In the

general sense outlined in section 2.3, this is true for utterances with or without modals, but it

19



seems that modal verbs constitute a conventional linguistic system, like the system of
negation, that speakers use to provide arguments for conclusions with greater or lesser
argumentative strength (see Rocci 2008 for a compatible perspective in argumentation
theory). In (13a), it was already shown how a (non-epistemic) modalized utterance may be

used as an argument for a conclusion: S mentions her obligation to be home on time to

motivate his urgency to leave. Of course, epistemic utterances such as (13b,
trigger inferences in a highly similar way. For instance, depending o

inference may be the one made explicit in (14).

mi?modal system comprises both

with the possibility of

like in the case of negation, this makes the use of modals inherently argumentative.

Another way in which the intersubjective perspective on language may be helpful in the
domain of modality relates to the well-known polysemy of modals, that was already

illustrated in (13), and the fact that it is often very hard to distinguish between ‘objective’

20



(non-epistemic) and ‘subjective’ (epistemic) uses of these verbs. This is true also for the two
uses of the Dutch verb beloven (‘promise’), illustrated in (15) (Verhagen 2000, 2005: 19-24,

cf. Traugott 1997 and Cornillie 2004 on its English and Spanish equivalents respectively).

(15a) Het debat belooft spannend te worden.
‘The debate promises to be exciting’

(15b) Hij belooft de grondwet te verdedigen.

‘He promises to defend the constitution.’

act of promising counts as an argument strengthening the expectation that the constitution will
be defended, the contribution of beloven in (15a) consists exclusively of this argumentative
orientation. Now, if linguistic elements are primarily meant to trigger certain inferences at the
S-level, it is clear that the problem of the polysemy of modals does not really have to be a

problem for communication. The different uses of modal verbs may occupy different

21



positions on the scale from O-level to S-level,® but if their contribution consists of their
argumentative orientation and strength, there is no need to determine their exact position on

this scale and language users do not have to agree on this for communication to be successful.

3.4  Conditional constructions
In formal-semantic traditions, conditionals are analyzed in terms of't
overview, see Bennet 2003; Von Fintel 2011 and Kratzer 201 in disti agle is

that between indicative and subjunctive conditionals, as j@(16)

espectively{Von

Fintel 2011: 1517).

(16)  If Grijpstra played his drums, de

(17)  If Grijpstra had played his,

his focus on the descriptive dimension works for hypothetical
conditionals, as in (16), (17) and (18) below, but it encounters problems when other uses of

conditional constructions are considered, as exemplified in (19) to (21).

8 Modal verbs used as hedging device or politeness strategy are clear examples of the most

intersubjective use (Traugott 2003, cf. Sweetser’s 1990 notion of speech-act modality).
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(18)
(19)
(20)

1)

If Mary goes, John will go. (Sweetser 1990: 114)
If she’s divorced, (then) she’s been married. (Sweetser 1990: 116)
If you need any help, my name is Ann. (Dancygier & Sweetser 2005: 113)

My husband, if I can still call him that, hates onion soup. (Dancygier 1998: 106)

accordingly, these inferential conditionals (cf. Dancygier 1998) operate in the epistemic

domain of reasoning rather than in the domain of real-world causality. In (20), the relation

between antecedent and consequent is even more indirect: the former addresses a felicity

condition (cf. Austin 1962) for uttering the latter and as such, it functions in the domain of

speech acts and is consequently known as a speech-act conditional. The last type of non-
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predictive conditional discussed by Dancygier and Sweetser (2005) is the metalinguistic
conditional exemplified in (21), in which the antecedent comments on the appropriateness of
the linguistic form of the consequent, thus operating in the domain of metalinguistic

communication.

What can be observed, then, is a decreasing directness in the relation betw cedent and

conditionals, the relation resides solely on the intersubjective level, i.e. relating a felicity

condition in the antecedent to a speech act in the consequent or commenting on the linguistic

form of an utterance.

24



The added value of the intersubjective approach is that conditionals can be analyzed on more
than one level at the same time. This makes it possible to explain why different constructions
are used to express conditional relations. The function of various constructions can differ

from if both on the level of objects and subjects of conceptualization. For instance, paratactic

conditionals, as in (22), may be paraphrased by means of if while maintaining their relation on

the truth-conditional and the domain level (i.e. a predictive relation betwee

consequent).

(22)  Break that vase and I will break your neck. (Fortuin‘& E

(23) Ifyou break that vase, I will break your nec

vase, making the paratactic construction particularly

In contrast to focusing on antecedents, consequents and their relations, this approach enables
the analysis of a conditional construction as a whole, showing its function in discourse. It
contributes a more grammatical perspective to the growing number of studies on the use of
conditionals as threats and advice (e.g. Ohm & Thompson 2004; Evans 2005; Haigh, Stewart,

Wood & Connell 2011) by explaining the function of conditionals in terms of argumentative
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orientation (positive and negative) and argumentative strength.’ In line with Dancygier’s
(2008) suggestion to relate different conditional constructions to partly overlapping construal
configurations, it is expected that differences between prototypical if and other conditionals,

including for instance the conditional use of prepositional phrases as exemplj in (24),

might be explained in a similar way.

(24) That course is mandatory: without a license, the coup#8 permitted

(Reuneker 2016)

In this chapter, ¢ notion of intersubjectivity was used both in a general sense and in a more

specific, linguistic sense.

? On a more speculative note, Mercier and Sperber (2011) argue that, in the evolution of
language, the argumentative use of conditionals may even have preceded their use in

reasoning.
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In general, the term describes communication as cognitive coordination between two subjects
of conceptualization. A speaker invites a hearer to construe an object of conceptualization in a
certain way (Langacker) and to update the common ground with the inferences that follow
from this specific perspective on reality. This intersubjective dimension (the relation between

Speaker and Hearer) is mostly neglected in accounts that focus on either the descriptive

dimension of language (the object of conceptualization) or on the subjectiv sion (the

relation between Speaker/Hearer and the object of conceptualization) Anscombre

and Ducrot (1983), the intersubjective relation may be regarded i e, in this

view, utterances are meant primarily to invite the hearer draw

In a specific, linguistic sense — and this is the nygi ) ’s (2005) work —

altern\@llve spaces, viewpoint and argumentativity.

What we have presented in this chapter illustrates that moving beyond the descriptive and the
subjective dimension of language to the intersubjective dimension may be fruitful in both
solving some long standing problems in the study of grammar and understanding the very

essence of human communication.
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